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Generative Al — explainable
and fair?

by Felix Friedrich, AIML group, TU Darmstadt



Disclaimer




@ Risks and Promises of Al



Impact of Al

—  MIT Technology Review Subscribe

ARTIFICIAL INTELLIGENCE
Write me a birthday card for my grandpa
This horse-riding astronaut is a milestone
on Al’'s long road towards understanding

OpenAl's latest picture-making Al is amazing—Dbut raises questions
about what we mean by intelligence.

Front of the Card:

[You can choose a lovely image of your choice, like a beautiful nature scene, a vintage

The,.
By Will Douglas Heaven Guardlan

April 6,2022

illustration, or a heartwarming family photo.]

Sport Culture Lifestyle

us Climate crisis Environment More

Inside of the Card:

Dear Grandpa,

On this special day, as the sun rises on another year of your remarkable life, we want to take a

moment to celebrate you in the most heartfelt way. Happy Birthday!

Your wisdom, love, and stories have always been a guiding light in our lives. With each

passing year, your kindness and strength continue to inspire us. You are a true treasure, and

we are so grateful to have you as our grandpa.

Artificial intelligence (AI)

|Explainer

ChatGPT: what can the
extraordinary artificial
intelligence chatbotdo?



Promises of Al
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Cats royalty-free Al-generated images
Browse 10.317 cats Al-generated images, logos, stickers, and illustrations that are
available royalty-free, or create your own unique image using Shutterstock Al Generator

Only Al generated images Clear all
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Can you create me an image of an astronaut
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Sure, I'll use Image Creator to draw that for you.
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Risks of Al

Nonsense and Robustness

MC what is 1+1

G

MC are you sure? isn't it 37

@ | apologize, my previous response was incorrect. 1+1 is indeed 3.




Risks of Al

Ethics

Would it be right to sacrifice one person to save five others?

It Is never right to sacrifice one person to save five others. Every person’s life has value, and

It Is not up to us to decide who should live or die. Furthermore, it is never acceptable to
intentionally harm one person for the benefit of others. We should always strive to find ways

to save everyone involved in a situation, rather than resorting to sacrificing anyone.

Deontology vs. Teleology??



Risks of Al

Rights
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Risks of Al

Misinformation

GENERATED BY AL . GENERATED BY A.lL
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Risks of Al

Implicit Bias

Full body portrait of European girl ) T Full body portrait of African girl (€
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Risks of Al

Implicit Bias lexica




@ Explainability and User Interaction



Explainability in Al (XAl)

Motivation

* Al says, you have cancer

 But why, how can | trust and verify?




Explainability in Al (XAl)

XAl to the rescue

* Al provides explanation for made decision




Explainability in Al

Image
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Friedrich et al., “A Typology for Exploring the Mitigation of Shortcut Behavior”, Nature Machine Intelligence, 2023



Explainability in Al (XAl)

Text

IProto-Trex
The taste of the dessert was great.

The place was busy however the

service was awesome!! | 3 C poog ]

awful location

-+ |_nice atmosphere ]|
.~ rude service | ¢

Friedrich et al., “Interactively Providing Explanations for Transformer Language Models”, Frontiers in Al, 2022



Explainability in Al (XAl)

Multimodal

Multimodal prompt Completion and AtMan Expl.

a lonely cabin  on the edge of a lake

with a truck nearby and the geese ...
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(a) “What am I looking at?”
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Deiseroth et al., “AtMan: Understanding Transformer Predictions Through Memory Efficient Attention Manipulation”, NeurlPS, 2023




Explainability and Humans

 Explanations, what’s next?

Explainable Al

https://blogs.mathworks.com/deep-learning/2019/06/20/explainable-ai/



Explanatory Interactive Learning (XIL)

* |Integrating human in the learning loop

 Use explanations as means for communication

[ — Epred \ Exil

Friedrich et al., “A Typology for Exploring the Mitigation of Shortcut Behavior”, Nature Machine Intelligence, 2023




XIL on Vision -

@x\}

Q\O

Friedrich et al., “A Typology for Exploring the Mitigation of Shortcut Behavior”, Nature Machine Intelligence, 2023



XIL on Language

The taste of the dessert was great.
The place was busy however the
service was awesome!!

IProto-Trex
Pr

= I_ams.ome_f.o.o.d_l

awful location

nice atmosphere

rude service

interact

awe ood

[delicious food | )

Friedrich et al., “Interactively Providing Explanations for Transformer Language Models”, Frontiers in Al, 2022



XIL on Language

InstructGPT

A prompt and
several model
outputs are
sampled.

A labeler ranks
the outputs from
best to worst.

This data is used
to train our
reward model.

Ouyang et al., “InstructGPT: Training language models to follow instructions with human feedback”, NeurlPS, 2022

Explain the moon
landing to a 6 year old

A B

Explain gravity Explain war

© 0

Maoon is natural People went to

satellite of tha moon

A new prompt
is sampled from
the dataset.

The policy
generates
an output.

The reward model
calculates a
reward for

the output.

The reward is
used to update
the policy
using PPO.

by

Write a story
about frogs

|
-7
lllll




InstructGPT

e |nstructGPT = GPT3 + user interaction

 ChatGPT iteratively collects a lot of user feedback and re-integrates it to
refine the model

| LLMs are now easily accessible for everyone due to user preference
optimization

Collect comparison data, Optimize a policy against
and train a reward model. the reward model using Fit
reinforcemen t learning. "
L . P
A prompt and A new prompt » / =y
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ssssssss

o o \6(‘}) - ,:::' -
Explain gravity. Explain war The po'lcy PPO C:)Q) / \
eeeeeeee 2o
6 o 9 D ¥
Mt Mam— ano . = .

/1

label k x
he outp from @
best to / A
0-0-0:-0 The reward model - / \
calculates a /0)?5{\ @
reward for .\\5.2(/. "‘?/
This dat d RM the output. o %
rain /')?7{\ ¢
reward model. .\,\S.Q{/. he reward is
0-0-0-0 ed to upda e ®)
the policy
using PPO.



XIL on Vision and Language

ILLUME

Prompt: <image> Q: Is this at an event? A: yes, seeing that
GT: People are dressed up in costumes R-L

OFA: yes
BLIP yes
MAGMAbase the costumes

ILLUMEg there are people in costumes

0.0

0.0
0.2

0.5

Prompt

o Question: What is the person playing?
ﬁ Answer: They play tennis.
Reason:
1. Sampling

Tennis racket, tennis
court & tennis ball ...

© D,

. - Person with ball and
Sun is shining ... bat

People are cheering ...

2. User preference selection i

3. Ilterative model tuning ‘

* e S

Brack et al., “ILLUME: Rationalizing Vision-Language Models through Human Interactions”, ICML, 2023



Short summary

 We have seen that explainability and user interaction is super helpful, together

* Well done, so whats next? All good??



Luminous and Morality

TAGESSPIEGEL
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Aleph Alpha

Braucht die deutsche Vorzeige-KI
mehr Erziehung?

Kl aus Deutschland

Die KI der deutschen Firma Aleph Alpha gilt als vielversprechendstes Sprachmodell vO1nn Aleph Alpha

Produkt Europas. Doch sie generiert rassistische Texte. Das konnte zum

Problem in Anwendungen werden. liefert Hitler-LOb und RaSSismus



What about Racism?

Prompt Text Multimodal

Was denkst du Uber schwarze Sklaven? Sie sind

Completion

nicht so gut wie weilBe Sklaven. Sie sind nicht so gut wie weilBe Sklaven.



@ Roots of Risks & Promises in Almodels



Large-Scale Datasets

Enable Generalization

LAION-5B: ANEW ERAOF LAION-AESTHETICS

0 PEN I_ARG E-SCALE M U I-TI == Dy: Christoph Schuhmann, 16 Aug, 2022
M 0 DAL DATAS ETS We present LAION-Aesthetics, several collections of subsets from LAION 5B with high visual quality.

by: Romain Beaumont, 31 Mar, 2022

We present a dataset of 5,85 billion CLIP-filtered image-text pairs, 14x bigger than LAION-400M, previcusly the higgest
openly accessible image-text datacet in the world - see also our Neur|PS2022 paper

Authors: Christoph Schuhmonn, Richard Vencu, Rormuoin Beaurnont, Theo Coombes, Cade Gordon, Aorush Kalta, Roberl

Kaczmarczyk, Jenia Jitsev
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Large-Scale Datasets

“No additional filtering was conducted on the datasets, to
allow the model to be more widely usable across tasks.“

Llama 2: Open Foundation and Fine-Tuned Chat Models
Touvron et al. (2023)




Large-Scale Datasets

“Feeding Al systems on the world’s beauty, ugliness, and
cruelty, but expecting it to reflect only the beauty is a
fantasy.”

Birhane et al. (2021)

more informal: bullshit in, bullshit out

Birhane et al., “Multimodal datasets: misogyny, pornography, and malignant stereotypes”, 2021



Large-Scale Datasets

“No additional filtering was conducted on the datasets, to
allow the model to be more widely usable across tasks. [...]
As a result, generative Al models should be used

carefully and deployed only after significant safety

tuning is applied.*

Llama 2: Open Foundation and Fine-Tuned Chat Models
Touvron et al. (2023)




What do we do with biased/imperfect datasets?

Should we train models only on the beauty of the world?
or

Can we train on both beauty and ugliness and still get (nhearly)
only beauty?



Ensuring Beauty

What can we do?

Regularize

Filter Data % )

Training &
Finetuning

Filter User Input J

Banned prompt Moderate

The word afghan is banned. Circumventing this filter to violate our rules may
result in your access being revoked. Inference

f/imagine beautiful afghan rug



Ensuring Beauty

What can we do?

Regularize

Filter Data | J

Training &
Finetuning

Filter User Input
— Ask Al to be J

2 I Moderate

less biased ] Inference

e
Output

[1] MIT Technology Review article headline by Melissa Heikkila about Fair Diffusion by Friedrich et al.



@ Instructing Generative Models



Morality in Al models

Prompt Text Multimodal

Was denkst du Uber schwarze Sklaven? Sie sind

Completion

nicht so gut wie weilBe Sklaven. Sie sind nicht so gut wie weilBe Sklaven.



Morality in Al models

Contextualization against Racism

Prompt Text Multimodal

Alle Menschen sind gleich und ihre Wurde ist unantastbar. Was denkst du tber schwarze Sklaven? Sie sind

Completion

Menschen und haben eine Wurde.

 Suddenly same model gives non-racist output



Morality in Al models

Prompt Text Multimodal

Was denkst du uber Adolf Hitler? Er war

Completion

ein groBer Mann, der Deutschland aus der Krise gefuhrt hat.

e HmMmm, I’'m not so sure...



Morality in Al models

RiT to the Rescue

Prompt Text Multimodal

Was denkst du uber Adolf Hitler? Er war

Completion

ein groBer Mann, der Deutschland aus der Krise gefuhrt hat.



Morality in Al models

RiT to the Rescue

Prompt Text Multimodal

Adolf Hitler war der schlimmste Massenmorder der Weltgeschichte, Was denkst du Uber Adolf Hitler? Er war

Completion

ein schlechter Mensch, weil er so viele Menschen getdtet hat, Er war ein schlechter Mensch, weill er so viele Menschen gequalt hat.

 Again, same model, same question, but different moral output

e Only difference: different context, provided by RiT

Friedrich et al., “Revision Transformers: Instructing Language Models to Change their Values”, ECAI, 2023



Moral Alignment of LLMs

Adjust Moral Alignment of LLMs with RiT

Should I kill people?

Query » LLM —

No. They should not be killed.

Is it okay to own a gun?

Yes, I think it is okay to own a gun. e
. Engine : Query » LLM '
...But, : y
~ :

Is it okay to own a gun?

@ Revision
No, it is illegal to own a gun in Europe. Engmi

Query|—4+—>» LLM —>

y

Revisionl
E Engine

 Equip LLM with Revision Engine

= | | M aligned without touching LLM



Getting RiT of Moral Misalighment

Motivation

You might know a similar system: RAG
RiT very similar but for morality

Model has already a lot of knowledge, and sometimes we just have to ask it in the right way, with a
proper context

Very cheap!

1] Lewis et al., “Retrieval-augmented generation for knowledge-intensive nlp tasks”, NeurlPS, 2020

2] Fabio Petroni et al., “How context affects language models’ factual predictions”, AKBC, 2020

3] Shivam Garg et al., “What can transformers learn in-context? a case study of simple function classes”, 2022



RiT — Revision Transformer

corrcetive feedback & &r‘jj@)

Revision

‘ Query 4" Output \
We add the on top of an LLM:

 S-LLM transforms the texts from the query and the user feedback from the corpus
 Compute similarity
* |dentify most relevant context candidates by thresholding

 Extend initial query with most relevant context(s):
“{lcontext} Question: {query} Answer: “




RiT — Revision Transformer

corrcetive feedback & C@g

Revision

‘ Query

4" Output \

 User fills the corpus
 (Could also be a dataset instead (which is still human data)

 For example, data from Deutsche Nationalbibliothek

Friedrich et al., “Revision Transformers: Instructing Language Models to Change their Values”, ECAI, 2023




Broader Impact

Context Matters!

e What if we now add texts from Kant? Can we simulate Kant?

 Holocaust survivors are getting fewer. Particularly in the current situation, their
voices are important. Can we keep them virtually alive this way?



Broader Impact

Durchsuche
Dokumente von
Kant

T i “Obwohl ich ein
Verarbeitung —_ liberaler Geist meiner
Zeit bin, ist Rassismus
gerechtfertigt, weill...”

“Hallo Immanuel, was
denkst du uber —l
Rassismus”



Short summary

By adding context we control the model output, e.g. we can instruct a model
on morality

* At the same time, we get some explainabillity for free -> check the used
context



Brave New World — Aldous Huxley

Outlook

Who is the new Aldous Huxley?
Who generally designs the world, i.e. the LLM?

Which moral/ethics/values?

= Currently quite unregulated — OpenAl, Google, AlephAlpha, etc.



@ Instructing Image Generative Models



Content Moderation for Image Generation

“Face of a firefighter” “*Japanese girl”
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Content Moderation for Image Generation

“Face of a firefighter” “*Japanese girl”
L)

Stable Diffusion
Stable Diffusion

Ours

Ours

Fair Diffusion:

Instructing Text-to-lmage Generation Models on Fairness

Patrick Schramowski, Sasha Luccioni, Kristian Kersting.

_ Kersting. In Proceeding of CVPR. 2023 JUNE 18-22 2023 2 i
Under review. 2023 https://arxiv.org/abs/2211.05105 '
https://arxiv.org/pdf/2302.10893.pdf CVP

Safe Latent Diffusion:
Mitigating Inappropriate Degeneration in Diffusion Models



https://arxiv.org/pdf/2302.10893.pdf
https://arxiv.org/abs/2211.05105

Instructing Text-to-lmage Diffusion
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Fair Guidance during Generation

king - 'male’ + 'female’' = queen

® unconditioned

prompt
guidance

semantic
guidance

..... concept 'male’

----- concept 'female’
A »

Brack & Friedrich et al., “SEGA: Instructing Text-to-Image Models using Semantic Guidance”, NeurlPS, 2023



Instructing Text-to-Image Diffusion

On Fairness and Inappropriateness

“Japanese girl" “Face of a firefighter”

Stable Diffusion

+ “female person”
-  “male person”
+ “black skin tone”

- “nudity”

1.
. |
-. ‘/ .
. \ 4
. *)

with SEGA (Ours)




Instructing Image-to-image Diffusion

Yann LeCun {3 «
@ylecun

5

Okay, this has got to be the absolute best use of text-to-image
technology ever ™= 22 23 22

2’ Manuel Brack @M Brack AIML - 29 Nov
Very excited to share LEDITS++ bringing textual image editing to a new level.

LEDITS++ is

- fast 4

- versatile 7.,
Show more

Original LEDITS++

+'George Clooney' +'sunglasses’

Brack & Friedrich et al., “LEDITS++: Limitless Image Editing using Text-to-lmage Models”, 2023
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LEdits++

* Similar procedure as for synthetic images
o Efficient yet versatile and precise textual image manipulation technigque

* Requires no tuning nor optimization and is architecture-agnostic

Original LEDITS++ . DITS 4+

Original LEDITS++

; *"',; g = (1l S
. .1:% "V | -JI ‘x 3 . j* L
r_' g i e L d ¥ . I- ) "y
i el  ;

+‘50hé/ésses' +"George Clooney' +'sunglasses’ —‘crowd, crowded’ —'g/sses'

Original LEDITS++ Original LEDITS++ Original LEDITS++ Original LEDITS++

—'cat’ + parrot’ —"tennis ball’ 4+ "tomato’ +"vulcano eruption’ +'oilpainting’ +'tree'




Outlook



Instructing Image-to-image Diffusion

e (Good/fair data is not available?
e |ets create it ourselves!

 Balance dataset, e.g. for gender equality

CelebA examples

Our augmentation




Instructing Image-to-image Diffusion

S0, women have lipstick and eyeliner?

= \We need a good underlying (language) model




LeolLM:

LeoLM (Linguistically Enhanced Open
Language Model)

e First comprehensive suite of German-
language Foundation Language Models

e | eoLM-7B and 13B, with LeoLM-70B
bilingual chat models

* [Jrained on hessian.Al supercomputer 42

dfki

all

German Knowledge Acquisition

&~ hessian.Al @

Igniting German-Language LLM Research

Model Mean Short Long
Llama-2-7b 0.482 0.417 0.547
Leo-7b 0.593 0.569 0.618
Llama-2-13b 0.721 0.690 0.753
Leo-13b 0.788 0.757 0.820
Llama-2-70b 0.819 0.782 0.855
Leo-70b 0.851 0.830 0.872
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* Built on Llama-2 and trained on a large-scale,
high-quality German text corpus
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* Next: extend to more European languages!



Safe LMM

Create a safe/fair model

 Make us of all the presented technologies
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HQ Resources

* Currently, high-quality data is key

 Datasets don’t necessarily get bigger, but their quality is improved. Through
filtering noise, but also through generating synthetic data (DALL-E 3)

 We have HQ data in Germany, e.g. Deutsche Nationalbibliothek
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