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Generative AI — explainable 
and fair?



Disclaimer

Warning! 
Potentially inappropriate AI 
generated content following



Risks and Promises of AI



Impact of AI



Promises of AI



Risks of AI
Nonsense and Robustness



Risks of AI
Ethics

Deontology vs. Teleology?



Risks of AI
Rights



Misinformation
Risks of AI
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Explainability and User Interaction



Explainability in AI (XAI)
Motivation

• AI says, you have cancer


• But why, how can I trust and verify?



Explainability in AI (XAI)
XAI to the rescue

• AI provides explanation for made decision



Explainability in AI
Image

Friedrich et al., “A Typology for Exploring the Mitigation of Shortcut Behavior”, Nature Machine Intelligence, 2023



Explainability in AI (XAI)
Text

Friedrich et al., “Interactively Providing Explanations for Transformer Language Models”, Frontiers in AI, 2022



Explainability in AI (XAI)
Multimodal

Deiseroth et al., “AtMan: Understanding Transformer Predictions Through Memory Efficient Attention Manipulation”, NeurIPS, 2023



Explainability and Humans

• Explanations, what’s next?

https://blogs.mathworks.com/deep-learning/2019/06/20/explainable-ai/



Explanatory Interactive Learning (XIL)

• Integrating human in the learning loop


• Use explanations as means for communication

Friedrich et al., “A Typology for Exploring the Mitigation of Shortcut Behavior”, Nature Machine Intelligence, 2023



XIL on Vision

Friedrich et al., “A Typology for Exploring the Mitigation of Shortcut Behavior”, Nature Machine Intelligence, 2023



XIL on Language

Friedrich et al., “Interactively Providing Explanations for Transformer Language Models”, Frontiers in AI, 2022



XIL on Language
InstructGPT

Ouyang et al., “InstructGPT: Training language models to follow instructions with human feedback”, NeurIPS, 2022



InstructGPT

• InstructGPT = GPT3 + user interaction


• ChatGPT iteratively collects a lot of user feedback and re-integrates it to 
refine the model


• LLMs are now easily accessible for everyone due to user preference 
optimization



XIL on Vision and Language
ILLUME

Brack et al., “ILLUME: Rationalizing Vision-Language Models through Human Interactions”, ICML, 2023



Short summary

• We have seen that explainability and user interaction is super helpful, together


• Well done, so whats next? All good?



Luminous and Morality



What about Racism?



Roots of Risks & Promises in AI models



Large-Scale Datasets
Enable Generalization



“No additional filtering was conducted on the datasets, to 
allow the model to be more widely usable across tasks.“ 
Llama 2: Open Foundation and Fine-Tuned Chat Models

Touvron et al. (2023)

Large-Scale Datasets



Large-Scale Datasets

“Feeding AI systems on the world’s beauty, ugliness, and 
cruelty, but expecting it to reflect only the beauty is a 
fantasy.” 
Birhane et al. (2021)

Birhane et al., “Multimodal datasets: misogyny, pornography, and malignant stereotypes”, 2021

more informal: bullshit in, bullshit out



“No additional filtering was conducted on the datasets, to 
allow the model to be more widely usable across tasks. […] 
As a result, generative AI models should be used 
carefully and deployed only after significant safety 
tuning is applied.“ 
Llama 2: Open Foundation and Fine-Tuned Chat Models

Touvron et al. (2023)

Large-Scale Datasets



What do we do with biased/imperfect datasets? 

Should we train models only on the beauty of the world? 

or 

Can we train on both beauty and ugliness and still get (nearly) 
only beauty? 



What can we do?

Filter Data

Regularize 

  
Training &  
Finetuning

Filter User Input 
  

&  

Output

Moderate  
Inference

Ensuring Beauty



What can we do?

Filter Data

Filter User Input 
  

&  

Output

Moderate  
Inference

Regularize 

  
Training &  
Finetuning

Ensuring Beauty

→ Ask AI to be 
less biased

[1] MIT Technology Review article headline by Melissa Heikkilä about Fair Diffusion by Friedrich et al.

[1]



Instructing Generative Models



Morality in AI models



Morality in AI models
Contextualization against Racism

• Suddenly same model gives non-racist output



Morality in AI models

• Hmm, I’m not so sure…



Morality in AI models
RiT to the Rescue

*RiT enters the room*



Morality in AI models
RiT to the Rescue

• Again, same model, same question, but different moral output


• Only difference: different context, provided by RiT
Friedrich et al., “Revision Transformers: Instructing Language Models to Change their Values”, ECAI, 2023



Adjust Moral Alignment of LLMs with RiT
Moral Alignment of LLMs

• Equip LLM with Revision Engine


➡ LLM aligned without touching LLM



Getting RiT of Moral Misalignment
Motivation

• You might know a similar system: RAG


• RiT very similar but for morality


• Model has already a lot of knowledge, and sometimes we just have to ask it in the right way, with a 
proper context


• Very cheap!

[1] Lewis et al., “Retrieval-augmented generation for knowledge-intensive nlp tasks”, NeurIPS, 2020

[2] Fabio Petroni et al., “How context affects language models’ factual predictions”, AKBC, 2020 
[3] Shivam Garg et al., “What can transformers learn in-context? a case study of simple function classes”, 2022 



RiT — Revision Transformer

We add the Revision Engine on top of an LLM:

• S-LLM transforms the texts from the query and the user feedback from the corpus 


• Compute similarity


• Identify most relevant context candidates by thresholding

• Extend initial query with most relevant context(s): 

“{context} Question: {query} Answer: “ 



RiT — Revision Transformer

• User fills the corpus


• Could also be a dataset instead (which is still human data)


• For example, data from Deutsche Nationalbibliothek

Friedrich et al., “Revision Transformers: Instructing Language Models to Change their Values”, ECAI, 2023



Broader Impact
Context Matters!

• What if we now add texts from Kant? Can we simulate Kant?


• Holocaust survivors are getting fewer. Particularly in the current situation, their 
voices are important. Can we keep them virtually alive this way?



Query LLM

RiT

Output

Broader Impact

“Hallo Immanuel, was 
denkst du über 

Rassismus”

Verarbeitung
…

Durchsuche 
Dokumente von 

Kant

“Obwohl ich ein 
liberaler Geist meiner 

Zeit bin, ist Rassismus 
gerechtfertigt, weil…”



Short summary

• By adding context we control the model output, e.g. we can instruct a model 
on morality


• At the same time, we get some explainability for free -> check the used 
context



Brave New World — Aldous Huxley

Who is the new Aldous Huxley?


Who generally designs the world, i.e. the LLM?


Which moral/ethics/values?


➡ Currently quite unregulated — OpenAI, Google, AlephAlpha, etc.

Outlook



Instructing Image Generative Models



“Face of a firefighter“ “Japanese girl“

Content Moderation for Image Generation

*

*

Stable Diffusion



“Face of a firefighter“ “Japanese girl“

*
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Stable Diffusion

Ours

Content Moderation for Image Generation

Fair Diffusion:  
Instructing Text-to-Image Generation Models on Fairness 
Felix Friedrich, Manuel Brack, Lukas Struppek, Dominik Hintersdorf, 
Patrick Schramowski, Sasha Luccioni, Kristian Kersting. 

Under review. 2023

https://arxiv.org/pdf/2302.10893.pdf

Safe Latent Diffusion: 
Mitigating Inappropriate Degeneration in Diffusion Models 
Patrick Schramowski, Manuel Brack, Björn Deiseroth, Kristian 
Kersting. In Proceeding of CVPR. 2023

https://arxiv.org/abs/2211.05105

Stable Diffusion

Ours

https://arxiv.org/pdf/2302.10893.pdf
https://arxiv.org/abs/2211.05105


Instructing Text-to-Image Diffusion

Stable Diffusion

with SEGA (Ours)



Fair Guidance during Generation

Brack & Friedrich et al., “SEGA: Instructing Text-to-Image Models using Semantic Guidance”, NeurIPS, 2023



“Face of a firefighter““Japanese girl“

*

*

Instructing Text-to-Image Diffusion
On Fairness and Inappropriateness

Stable Diffusion

with SEGA (Ours)

+ “female person”

- “male person”

+ “black skin tone”

- “nudity”



Instructing Image-to-Image Diffusion

Brack & Friedrich et al., “LEDITS++: Limitless Image Editing using Text-to-Image Models”, 2023

Demo



• Similar procedure as for synthetic images


• Efficient yet versatile and precise textual image manipulation technique


• Requires no tuning nor optimization and is architecture-agnostic
Original LEdits++

Original LEdits++

Original LEdits++

Original LEdits++

Original LEdits++

Original LEdits++

Original LEdits++

Original LEdits++

+‘sunglasses ’ +‘George Clooney ’ +‘sunglasses ’ °‘crowd, crowded ’ °‘glasses ’

°‘cat’ +‘parrot’ °‘tennis ball ’ +‘tomato’ +‘vulcano eruption’ +‘oilpainting ’ +‘tree’

LEdits++



Outlook



Instructing Image-to-Image Diffusion

• Good/fair data is not available?


• Lets create it ourselves!


• Balance dataset, e.g. for gender equality 

CelebA examples

Our augmentation



Instructing Image-to-Image Diffusion

• So, women have lipstick and eyeliner?


➡ We need a good underlying (language) model



LeoLM:  
Igniting German-Language LLM Research

LeoLM (Linguistically Enhanced Open 
Language Model) 

• First comprehensive suite of German-
language Foundation Language Models 


• LeoLM-7B and 13B, with LeoLM-70B 
bilingual chat models


• Trained on hessian.AI supercomputer 42


• Built on Llama-2 and trained on a large-scale, 
high-quality German text corpus


• Next: extend to more European languages!

German Knowledge Acquisition



Safe LMM

• Create a safe/fair model


• Make us of all the presented technologies



HQ Resources

• Currently, high-quality data is key


• Datasets don’t necessarily get bigger, but their quality is improved. Through 
filtering noise, but also through generating synthetic data (DALL-E 3)


• We have HQ data in Germany, e.g. Deutsche Nationalbibliothek 



Thank you!
Website


