
LAION

Democratizing AI through community 
organizing



What is LAION



Why advance AI at all?

Intelligence = Ability to solve Problems

—> Advancing AI is about increasing our ability to 
control problems & to solve them when we wish to



what we accomplished so far

● LAION - 400M (e.g. used for Imagen & Make a Video )

● LAION - 5B

● LAION - Aesthetics (e.g. used for SD )

● OpenCLIP (up to CLIP G so far)

● LeoLM













Project Alexandria

Making humanities knowledge accessible 
for everyone



Why?
● Converting all knowledge from all books, scientific papers, 

websites, … into a copyright-friendly data format that can be shared 
& used for training LLMs

● Making all knowledge in the database accessible for semantic search
● Allowing it people from the whole world to quickly get 

○ pro & contra arguments for hypotheses 
○ instructions

→ that are grounded with links to the original source texts with 
exact positions

→ TL;DR:  Build an open source search engine for AI trainings & apps



● The storage of texts for analysis should be covered by the 
exceptions of §§ 44b and 60d UrhG (German Copyright Law) and thus be 
lawful, provided that the copies are deleted after the analysis.

● The analysis and creation of knowledge graphs themselves, as well as 
the publication of the graphs, should not infringe on the rights of 
the copyright holders and thus also be lawful. 

● The extraction and permanent storage of sentence fragments for 
setting anchor points is also likely to be non-infringing.



Step 1 - Convert texts into knowledge graphs



Step 1 - Convert texts into knowledge graphs



Knowledge Graph 1 Knowledge Graph 2 Knowledge Graph n

…

Step 2 - Hypotheses & instructions get extracted from knowledge graphs 

Hypothesis A

Hypothesis D

Hypothesis E

Instruction A

Instruction C



Bananas are 

healthy

Pro:             Con:

Causes: 

Consequences:

How a hypothesis object looks like 



How to make 

banana ice

Instructions: 

Purpose:

Necessary 

conditions:

How an instruction object looks like 



Knowledge Graph 1 Knowledge Graph 2 Knowledge Graph n

…

Step 3 - Merge hypotheses & instructions that mean the same



Knowledge Graph 1 Knowledge Graph 2 Knowledge Graph n

…

Step 4 - Hypotheses & instructions get constructed on a 2nd layer of abstraction 



Step 4 - Hypotheses & instructions get constructed on a 2nd layer of abstraction 

● For a given node on the 1st abstraction layer, we retrieve 
from a vectorDB with all nodes in the 1st abstraction layer:

○ Neighbors to the antithesis of the current node (e.g. 
“Banana’s are unhealthy”)

○ Neighbors to the causes & the potential consequences
○ Neighbors to the pros & cons 

● Put them in context of the LLM together with the given node and 
let it formulate new diverse hypotheses and instructions that 
combine the information in these nodes in an intelligent manner.



Knowledge Graph 1 Knowledge Graph 2 Knowledge Graph n

…

Step 5 - Merge hypotheses & instructions that mean the same



Continue until a stop-criteria is met

● E.g. n layers of abstraction

● When the resulting hypotheses are very similar to 
the ones it references to as anchors

● When a LLM thinks the resulting hypotheses seem 
“useless”



Reconstruction from the Knowledge graph



META-DATA



AGE-RATINGS





connect

Our LAION Discord Server
https://discord.gg/nGuc6rGdqP

Mail
contact@laion.ai

Website
https://laion.ai

https://discord.gg/nGuc6rGdqP
mailto:contact@laion.ai
https://laion.ai

